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e Workshop background

* Review of Machine Learning (ML)
* Introduction to Neural Network (NN)
* Implementation of NN

* Learning, evaluating and improving models

* Optimization algorithms

* The concept of Deep Neural Networks (DNN)
* Convolutional Neural Networks (CNN)

* Sequential processing models (RNN, LSTM)

* PyTorch

Instructor: Kﬁayyam Salehi, Ph.D.



* Computer Science (B.Sc., M.Sc., Ph.D.)

* Assistant Professor of Computer Science
— Department of Computer Science,

Shahrekord University.

e Research Interest

— Machine Learning

— Formal Methods

* Previous workshop:

— Python for Data Mining and Machine Learning (IRC-2021)
Instructor: ﬂayyam Salehi, Ph.D.
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* Awards:

— I8t rank in B.Sc.

— 2nd rank in M.Sc.

— I8t rank in Ph.D.

— Entrepreneur section winner of Tabriz's Harekat Festival (2017)

— Best lecturer of University of Tabriz in the first semester of 2016-7

— Appreciation from the Consulate General of Iran in Erzurum, Tiirkiye in 2017

— Best paper of the international conference (2021 SECURWARE)

o

Instructor: ICﬁayyam Salehi, Ph.D.



Instructor: ICﬁayyam Salehi, Ph.D.



Healthcare with AI

Instructor: ICﬁayyam Salehi, Ph.D.
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AI Timeline

2011. Apple’s SIRI and IBM’s Watson

1961.First Industrial robot replaced 1997. IBM’s Deep Blue defeated Garry were developed
humans at assembly line. Kasparov in chess Competition 2014.EUGENE, a chatbot passed Turing
1964.Pioneering chatbot named 1998. An emotionally intelligent robot test; Amazon launched Alexa, a voice
ELIZA was developed at MIT KISMAT was developed enabled intelligent virtual assistant.
1966. A general purpose mobile 1999. Sony launched pet robot dog 2017.Google’s AlphaGO beat the world’s
robot developed at Stanford named AIBO best GO player Ke lJie.

1961-1970 1991-2000 2011-2020

2020

+“* Moxie: A Social-Emotional
Companion for kids is developed

2001-2010

1971-1990

1950-1960

by Embodied.
%+ Earth’s first autonomous beehive
1950. Turing Test by Alan Turing Al Winter 2002. iRobot launched autonomous is developed by beewise
1956. Term of Al was coined vacuum cleaner robot in bulk. « Triallectory is an Al enabled
2009.Google built first self driving service to look for clinical trials.
car for urban conditions +* BrainBox Al is an Al system to

predict a building’s thermal
conditions.

«» Refined business process, more
personalized recommendations,
human like conversational skills

Instructor: Kﬁ“yyam Sa[ehi’ Pﬁ'D' https://connectjaya.com/ai-timeline/



AI, Machine Learning, Deep Learning

Let’s get computers
to make decisions that
Artificial look smart.

intelligence

Machine
learning

Let’s give computers
examples of previous
smart decisions.

Let’s build models based
on a hierarchy of reusable
building blocks that
encode useful information
about the problem.

Instructor: ICﬁayyam



ML: a new programming paradigm

—_— .
Rules Classical

, — Answers
Data ——| Programming

Data — ;
Machine Rules

Instructor: ﬂayyam Salehi, Ph.D.



S Coordinate changing

1. Raw data 2: Coordinate change 3: Better representation
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Instructor: ICﬁayyam Salehi, Ph.D.



of Deep Learning

Our neural network is the car we want to make

Data is the “fuel” that move based on our goals. It’s composed of building
drives our model’s blocks, each containing “weights” or “parameters”
learning. We need a that need to be set correctly; otherwise, it will
way to load it into just return random results.
PyTorch.
Data
Box of
blocks Deep
learning “Learning” is the
process of adjusting

all the parameters of

Q |:| Learning Q our neural network to
make it perform the

task we care about. 0

Instructor: ICﬁayyam Salehi, Ph.D.



DNN for digit classification

Layer 1 Layer2 Layer3 Layer4

Original
input

Final
output
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Instructor: Kﬁayyam Salehi, Ph.D.



DNN for digit classification

Layer 1 Layer 2 Layer 3
representations representations representations
Layer 4
representations
(final output)
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Instructor: Kﬁayyam Salehi, Ph.D.
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A Neural Network

Input X

'

Layer

~ | Weights [—

Goal: finding the (data transformation)
right values for — < !
these weights
Layer

~| Weights |—=

(data transformation)

'

Predictions
YI

Instructor: ICﬁayyam Salehi, Ph.D.
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Instructor: ﬂayyam
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s A Deep Neural Network

Instructor: ICﬁayyam Salehi, Ph.D.



Neural Network breakthroughs

* Near-human-level image classification

* Near-human-level speech transcription

* Near-human-level handwriting transcription

* Dramatically improved machine translation

* Dramatically improved text-to-speech conversion

* Digital assistants such as Google Assistant and Amazon Alexa
* Near-human-level autonomous driving

* Improved ad targeting, as used by Google, Baidu, or Bing

* Improved search results on the web

* Ability to answer natural language questions

* Superhuman Go playing @

Instructor: Kﬁayyam Salehi, Ph.D.



ChatGPT

ChatGPT

Instructor: Khayyam Salehi, Ph.D.



\g

1 ‘\
; ”
+

‘\h ‘ Ig’

Ameca Robot

A,
—— "\

A (

Instructor: ICﬁayyam Salehi, Ph.D.



Wait, Wait, Please Wait!

BELIEVE

THE

HYPE

Instructor: ICﬁayyam Salehi, Ph.D.



Machine Learning: review

Meaningful
Compression

Structure Image

. ) o Customer Retention
Discovery Classification

Big data Dimensionality Feature Idenity Fraud

isualistai . Classification Diagnostics
Visualistaion Reduction Elicitation Detection g

Advertising Popularity
Prediction

Learning Learr“ng Weather

Forecasting
L ]
M ac h I n e Population

Growth
Prediction

Recommender Unsupervised SuperVIsed

Systems

Clustering Regression
Targetted

Marketing

Market
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Customer

S L_carning

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Kobot Navigation Skill Acquisition

. , Learning Tasks
Instructor: mayy am Sa[ehl; Ph.D. https://7wdata.be/visualization/types-of-machine-learning-algorithms-2/



review

Machine Learning Algorithms:

{ Machine Learning ]

[ Supervised Learning ] [ Unsupervised Learning ] [ Reinforcement Learning ]

| ! | |

[ Classification ][ Regression ] [ Clustering ] [Decision Making]

ﬂNaive Bayes \ ﬂLinearRegressioh (_ i ClusterirD ( )

\ /

Instructor: ICﬁayyam Salehi, Ph.D.

QRidge Regression )

\-Gaussian Mixture )
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Classifier = Neural Network .
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= DecisionTrees Regression Clusteri
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https://www.analyticsvidhya.com/blog/2021/03/everything-you-need-to-know-about-machine-learning/



Classification

{ Machine Learning ]

[ Unsupervised Learning ] [ Reinforcement Learning ]

.1, . |

[ Regression ] [ Clustering ] [DecisionMaking]

ﬂ Naive Bayes \ \

ﬂ Linear Regressioh (

g J

QRidge Regression )

Instructor: ICﬁayyam Salehi, Ph.D.

https://www.analyticsvidhya.com/blog/2021/03/everything-you-need-to-know-about-machine-learning/
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Naive Bayes

ey Naive Bayes

In machine learning, naive Bayes classifiers are a family of simple "probabilistic classifiers" based on applying Bayes' theorem

with strong (naive) independence assumptions between the features.

P(B|A) P(A)
P(B)

using Bayesian probability terminology, the above equation can be written as

P(A[B) =

Posterior — prior x likelihood

evidence

Instructor: ICﬁayyam Salehi, Ph.D.

Naive bayes classifier
@ Classifier 1
= @ Classifier 2

® o ® @ Classifier 3

https://thatware.co/naive-bayes/
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Instructor: Kﬁ“}/y“m Sa[ehl’ ?ﬁ'D ’ https://www.datacamp.com/tutorial/decision-tree-classification-python
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Support Vector Machine

Maximum
Margin Positive
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Instructor: ICﬁayyam Salehi, Ph.D.
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https://www.javatpoint.com/machine-learning-support-vector-machine-algorithm



A Random Forest

Dataset

Decisilan Tree-1 Decisioln Tree-2 Decisioli Tree-N
Result-1 Result-2 Result-N
L » Majority Voting / Averaging [« J I \

Final Result

Instructor: Kﬁ“}/y am Sa[ehl’ ?ﬁ'D : https://www.analyticsvidhya.com/blog/2021/05/bagging-25-questions-to-test-your-skills-on-random-forest-algorithm/



Instructor: Kﬁ“yyam outen, L. https://towardsdatascience.com/knn-k-nearest-neighbors-1-a4707b24bd1d



W) Regression

{ Machine Learning ]

[ Unsupervised Learning ] [ Reinforcement Learning ]

| |

[ Clustering ] [ Decision Making ]

!
[ Classification ]

ﬂ Naive Bayes \ ﬂ Linear Regressioh ( . \ ( \
Classifier = Neural Network - K-Means-CIustenng
. . = Mean-shift
= DecisionTrees Regression .
= Support Vector = Support Vector Sll)u;tsir;\r:‘lga teri = Q-Learning
Machines Regression . I us =i =R Learning
=Random Forest = Decision Tree N e =TD Learning
=K — Nearest Regression HI' erarch —
Neighbors = LassoRegression SlAIELL

\ j QRidgeRegression/ \-GaussianMixture) \ j

Instructor: ICﬁayyam Salehi, Ph.D.

https://www.analyticsvidhya.com/blog/2021/03/everything-you-need-to-know-about-machine-learning/



57 Regression

Linear Linear No linear relationship

Instructor: Kﬁ“yy“m Sa[ehl’ Pﬁ'D' https://medium.datadriveninvestor.com/linear-regression-and-its-mathematical-implementation-29d520a75ede



Lasso v.s. Ridge Regression

Dimension Reduction of Feature Space with LASSO

Linear Regression Cost function

(y, Zﬁ x,,
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Ridge Regression
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Instructor: Kﬁayy“m Sa[ehl’ Pﬁ'D' https://towardsdatascience.com/ridge-and-lasso-regression-a-complete-guide-with-python-scikit-learn-e20e34bcbfOb



Clustering

{ Machine Learning ]

[ Supervised Learning ] [ Reinforcement Learning ]

|

[ Decision Making ]

L L

[ Classification ][ Regression ]

ﬁ Naive Bayes \ ﬂ Linear Regressioh ( . \ ( \
Classifier = Neural Network - K-Means-CIustermg
. . = Mean-shift
= DecisionTrees Regression .
= Support Vector = Support Vector SI[%E%TECI teri = Q-Learning
Machines Regression . I us =i =R Learning
=Random Forest = Decision Tree N e =TD Learning
=K — Nearest Regression HI' erarch =
Neighbors = LassoRegression SlAIELL

\ ) QRidgeRegression/ \-GaussianMixture) \ /

Instructor: ICﬁayyam Salehi, Ph.D.

https://www.analyticsvidhya.com/blog/2021/03/everything-you-need-to-know-about-machine-learning/



Unlabelled Data

Instructor: ICﬁayyam Salehi, Ph.D.

K-means

P K-Means Clustering

Labelled Clusters

https://towardsdatascience.com/k-means-a-complete-introduction-1702aficd8c



DBSCAN Clustering

DBSCAN K-Means

Instructor: Kﬁayyam Sa[ehl’ Pﬁ'D' https://towardsdatascience.com/understanding-dbscan-and-implementation-with-python-5de75a786fof



Hierarchical Clustering

Final cluster

Repeat merging
process

S

Agglorﬁeroﬁve

Clustering
(Bottom-Up) @
1
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animals

More than
3legs
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o o ®
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Eagle Peacock Lion Bear Spider Scorpion

Zoumana KEITA

Instructor: Kﬁayy“m Sa[ehl’ Pﬁ'D' https://www.datacamp.com/tutorial/introduction-hierarchical-clustering-python



Reinforcement Learning

{ Machine Learning ]

[ Supervised Learning ] [ Unsupervised Learning ]

-
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[ Classification ][ Regression ] [ Clustering ]

ﬁ Naive Bayes \

Classifier

= Decision Trees
= Support Vector
Machines

= Random Forest
=K — Nearest
Neighbors

N J

= Neural Network
Regression

= Support Vector
Regression

= Decision Tree
Regression

= LassoRegression

ﬂ Linear Regressioh

= Mean-shift
Clustering

= DBSCAN Clustering
= Agglomerative
Hierarchical
Clustering

QRidge Regression )

Instructor: ICﬁayyam Salehi, Ph.D.

https://www.analyticsvidhya.com/blog/2021/03/everything-you-need-to-know-about-machine-learning/
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Instructor: mayyam Sa[ehi; Ph.D. https://www.novatec-gmbh.de/en/blog/introduction-to-g-learning/



Google DeepMind’s Deep Q-Learning

Instructor: Khayyam Salehi, Ph.D.



Instructor: ICﬁayyam Salehi, Ph.D.



The inference process
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Instructor: ICﬁayyam Salehi, Ph.D.



AlexNet: winner of ILSVRC 2012
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Instructor: ICﬁayyam Salehi, Ph.D.

384

250

cecass oo
/

N\
IQ -.-{1

——
WQQQCQQQQ"I
1o

4,096 4,096

o



The GAN game
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Instructor: ICﬁayyam Salehi, Ph.D.




Why Deep Learning? Why now?

e Hardware

— CUDA by NVIDIA: 2007 (https://developer.nvidia.com/about-cuda)
— TPU by Google: 2016

e Datasets and benchmarks

— Internet!

* Algorithmic Advances
— Better activation functions
— Better weight-initialization schemes

— Better optimization schemes

Instructor: ICﬁayyam Salehi, Ph.D.


https://developer.nvidia.com/about-cuda

A new wave of investment

Total estimated investments in Al start-ups, 2011-17 and first semester 2018

By start-up location
US M China [ EU [ Israel Canada M Japan [ Other M India

USD billion
18

16
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Instructor: Khayyam 2011 2012 2013 2014 2015 2016 2017
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Instructor: ICﬁayyam Salehi, Ph.D.



‘The Godfather of A.L’ Leaves
Google and Warns of Danger
Ahead

For half a century, Geoffrey Hinton nurtured the technology at the
heart of chatbots like ChatGPT. Now he worries it will cause
serious harm.

Instructor: Khayyam Salehi, Ph.D.

https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html
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Hands-on N

Machine Learning
with Scikit-Learn,
Keras & TensorFlow

Concepts, Tools, and Techniques
to Build Intelligent Systems

eeeee

SECOND EDITION

m v | Frangois Chollet
Probabilistic
Machine Learning

An Introduction

Kevin P. Murphy
Aurélien Géron | | YT

Instructor: ICﬁayyam Salehi, Ph.D.



Instructor: ﬂayyam Salehi, Ph.D.



Instructor: ICﬁayyam Salehi, Ph.D.




